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Abstract

The importance of interfaces for preparation, stability
and performance of electroceramics is highlighted.
Homo- (grain boundaries) and heterojunctions
(internal phase boundaries, surfaces) are discussed
in terms of their thermodynamic and kinetic in¯u-
ence on transport and reactivity. Special considera-
tion is devoted to the treatment of space charge
e�ects in the core-space-charge-model and the
superposition of di�erent pathways. # 1999 Elsevier
Science Limited. All rights reserved
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1 Introduction

Mass and charge transport, or in other words che-
mical and electrical transport are key processes for
electroceramics for di�erent reasons. The primary
reason is the direct signi®cance for the electro-
ceramic function: resistors, capacitors, batteries,
electrochemical sensors immediately rely on elec-
trochemical processes (electroceramic perfor-
mance). The secondary reason lies in the
importance for preparation, annealing, condition-
ing, drift e�ects and degradation (pretreatment and
stability of electroceramics). Interfacial e�ects can
be detrimental, but also desired and even neces-
sary, e.g. if the function makes direct use of inter-
facial processes (examples: ZnO-varistor, PTC-
e�ect in BaTiO3, Taguchi-sensors).
A bulk conductivity sensor may serve as a pro-

totype example in this context. At higher tempera-
tures SrTiO3 reacts to slight changes of the ambient
oxygen partial pressure by exhibiting signi®cant
changes in the bulk electrical conductivity. The
signal to be detected is the electronic conductivity
in the bulk. Electrode and grain boundary resistances
are disadvantageous in this respect, including the

possibility of short-circuits by highly conducting
grain boundaries or surfaces.
The response time is determined by the rate and

amount of oxygen dissolution. Requirements for a
fast process are a high chemical di�usion coe�cient
D�, i.e. a high ambipolar conductivity (electronic
and ionic conductivity, �eon and �ion,) and a low
chemical capacity (high thermodynamic factor, i.e.
low defect densities). Also the e�ective surface rate
constant for oxygen incorporation ( �k�) should be
high while grain boundaries should not be blocking
for mass transport. Highly permeable grain bound-
aries help to enhance the response time. D� and �k�

should be low for other active species to depress
cross-sensitivity as much as possible. Similar para-
meters (here the roÃ le of the less mobile ionic species
(e.g. cations in anion conductors) is not at all negli-
gible) determine the rate of preparation, including
the rate of sintering. Similar parameters are decisive
for degradation or poisoning processes (e.g. reac-
tion of SiTiO3 in exhaust atmospheres, dissolution
of undesired impurities, etc.).
The sensor example not only highlights the double

role of electrochemical transport but also the sig-
ni®cance of the boundary processes. It is rather
astonishing that not more work is devoted to the
problem of interfacial transport properties of electro-
ceramics. At least two reasons are responsible for this:

. the experimental di�culty of studying these
phenomena, and not independent of that,

. the conceptional di�culties involved.

Boundary e�ects on transport phenomena are
manifold; interfaces can act as transport pathways
or transport barriers by virtue of the changed core
structure (core e�ects) and by a�ecting the charge
carrier distribution in the immediate neighbour-
hood (space charge e�ect). Moreover, in some
cases the structural perturbation of a larger range
is also essential (elastic and plastic deformation of
the neighbourhood) (see e.g. Ref. 1).
Owing to the anisotropy of the boundaries, one

has to distinguish between transport across and
along interfaces. Both may come into play in the
same material under the same conditions.2
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In addition, both electronic and ionic transport
properties are often of simultaneous interest. All
these properties do decisively depend on control
parameters such as temperature, pressure, compo-
nent potential, impurity content, not to mention
kinetic constraints and time dependencies.
Moreover, size e�ects become increasingly pro-

minent and their relevance for electroceramics
needs to be clari®ed.
It will be shown that in spite of these di�culties,

the defect chemistry of interfaces o�ers the basis of
a systematic treatment. Since we are interested in
the ionic and electronic properties and since their
properties are far-reachingly analogous (ic), we
always have a mixed conductor in mind.
The simpli®ed treatment of boundary e�ects will

be mainly based on the abrupt core-space charge
model described.3,4 For the consideration of mass
transport the concepts of chemical resistance and
chemical capacitances prove helpful.5,6 The super-
position of local properties to the overall property
is achieved within the generalised brick-layer model
described in Ref. 2.
Recent ®nite element calculations tested its

validity and ¯exibility for resistive boundaries in
many respects.7

2 Electrical Transport Across and Along
Interfaces

2.1 Carrier redistribution at a single interface:
core-space charge model
Internal interfaces are, in almost all cases, non-
equilibrium defects. In other words, one cannot
conclude from state variables (in particular: chemi-
cal composition) on the nature of the boundaries.
At best, they are in local equilibrium, i.e. given T; p
and chemical ambience but also topological and
geometrical constraints, the boundary structure of
lowest energy is well-de®ned.8 In reality, however,
even the realisation of this situation is not guaran-
teed and we may generally consider boundaries as
irreversibly introduced two-dimensional structure
elements. Thus structure and chemistry of a given
boundary are to be determined experimentally.
This core structure can o�er particular carrier
transport properties itself. Of high signi®cance is
the carrier redistribution occurring in the vicinity
as a consequence of the structural singularity. In
the simplest case we consider the chemical (ground)
structure to vary in a step function way. At not too
low temperatures, at least during preparation, ions
or electrons can segregate or be injected.9 In a homo-
phase grain boundary this occurs symmetrically
from or into the grain phase. At a hetero-phase
contact, the behaviour is asymmetrical, and even a

carrier redistribution a�ecting the boundary
regions without excess charge in the core region is
possible. The `chemical' e�ect is counterbalanced
by the electrical e�ect (i.e. � ~�k� 0 ���k � zkF�).
The electric ®eld not only restricts the redistribu-
tion in amount but also in extent (space charge
regions), in that the boundary regions will (in par-
tial equilibrium) be characterised by the usually
small Debye-length (l). A detailed consideration of
the severe e�ects on the defect concentration is
given elsewhere.3,9 Here for simplicity we assume
two singly charged carriers 1 and 2 to be impor-
tant. There are essentially two cases to be dis-
tinguished. One is the realisation of a Gouy±
Chapman type of pro®le,10 which becomes hyper-
bolic for large e�ects. It occurs if all defects, or at
least the majority carrier in the boundary regions
can follow the electrical ®eld. The concentration
enhancement over the bulk values �� � c=c1; c1=
bulk concentration) reads

�1;2 � 1� #1;2 expÿx=l
1ÿ #1;2 expÿx=l
� �2

� �ÿ12;1 �1�

In the second case, the Schottky±Mott case,11 we
assume that one bulk majority carrier is depleted
while the other (usually the dopant) is immobile. In
this case the lack of mobile carriers results in a
Gaussian pro®le �x < l��

�2 � expÿ xÿ l�

2l

� �2

�2�

l* being the e�ective width in this case, is related
to the Debye-length by the bulk defect chemistry of
the phase under consideration via

l�=l �
���������������������
8 ln

1ÿ #2
1� #2

r
�3�

The decisive parameter in eqns (1) and (2) is the #
parameter

#1;2 �
�1=21;2 �x � 0� ÿ 1

�1=21;2 �x � 0� � 1
� ÿ#2;1 �4�

which measures the degree of in¯uence3 and thus
the space charge e�ects due to the presence of the
second phase. The connection of co with the core-
chemistry and the decisive parameters can be a
complicated conceptional problem and generally
lacks experimental support. For a more detailed
consideration see Refs 3, 4, and 9.

2.2 Charge transport across and along an interface
Even if the core structure can be viewed as being
homogeneous, the complete interface is distinctly
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structured. It is at least a composite of core and
space charge laver, the latter exhibiting a sig-
ni®cant pro®le structure itself. So it matters very
much whether the transport across or along an
interface is considered.
The space charge contribution has to integrate

over the local conductivity (parallel) or resistivity
(serial). In the case of a carrier accumulation, we
are interested in the excess conductivity parallel to
the interface which reads in terms of l and #2,9 (L
is the spatial extension covered by the electrode)

��k � �2l�Fu12c11
L

#1
1ÿ #1 �5�

If a depletion layer occurs, we obtain for the excess
resistivity,2,9

��? �
2l
L

2
Fu1c11

j#1j
1�#1 GouyÿChapman

l�1ÿ#2�2=�1�#2�2

LFu2c21

�����������
2 ln

1ÿ#2
1�#2

q SchottkyÿMott

8>><>>: �6�

By taking into account capacitive e�ects we can
de®ne excess impedances or admittances, in both
directions.
Special attention has to be paid to electrode

interfaces, in particular if they are selectively
reversible/blocking for di�erent carrier types.
Consider e.g. a mixed conducting electroceramic
sandwiched between electrodes, which let through
electrons but not ions (i.e. the respective reaction is
kinetically hindered or even thermodynamically
impossible). Then the sample becomes chemically
polarised. We expect a space charge polarisation
and a stoichiometric bulk polarisation.6 The latter
is called a Wagner±Hebb polarisation12,13 and is
usually used to determine transport coe�cients.
The e�ect may of course also be undesired and lead
to serious long-time e�ects as analysed for ceramic
capacitors in Ref. 14 The intermingling of space
charge and bulk e�ects can become very tricky and
has been qualitatively revisited recently.5 The stoi-
chiometric e�ects will be taken up again below.
Figure 1 gives an example of accumulation layers

in composite solid electrolytes. AgU (also AgBr)
has been `heterogeneously doped' by A12O3. Very
®ne alumina particles are sitting in the grain
boundaries, setting appropriate boundary condi-
tions for pronounced space charge e�ects.3 Chemi-
cally speaking Ag+ ions are adsorbed by the basic
oxide's surface. As a consequence the boundary
layers are (depleted of Ag+ but) enriched in mobile
vacancies. Since silver ion interstitials, the normal
majority bulk carriers, are depleted we face, strictly
speaking, an inversion layer. Similar e�ects are
observed and have been analysed in composites

consisting of two ionic conductors, as well as at
surfaces and at grain boundaries of ionic con-
ductors.9 Surfaces and grain boundaries can be
chemically conditioned by contamination with
acidic or basic molecules (e.g. NH3 for silver
halides, BF3 for alkaline earth ¯uorides etc). The
same e�ect can be used as the analogue to a Tagu-
chi-sensor for sensing acid-base-active gases.15

Figure 2 gives an example of a depletion-
resistance in SrTiO3.

16 There the electronic grain
boundary resistance, a consequence of hole deple-
tion, has been measured (see also Ref. 17). The
PO2

-dependence has been explained in Ref. 16. In
polycrystalline SrTiO3, di�erent types of boundaries
(di�erent crystallography. di�ering structure and
chemistry) have to be distinguished (some contain-
ing glass ®lms).

Fig. 2. Depletion resistance at a SrTiO3 bicrystal boundary as
a function of PO2

.16

Fig. 1. Ionic space charge e�ects induced by the second phase
(`Heterogeneous Doping') lead to a pronounced enhancement

of the ionic conductivity.3,9
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The above examples highlighted the signi®cance of
appropriate models for the superposition of bulk and
boundary e�ects. Even though this can be done in a
powerful way using ®nite element calculations, sim-
ple and analytically tractable models are useful.
In the following, we outline the brick-layer

model generalised to parallel and serial core plus
space charge e�ects as treated in Ref. 2.

2.3 Overall chemical properties: generalised
brick-layer model
The bricklayer model uses a microstructure of primi-
tive translational symmetry usually with cubic grains.
The total unit cell includes two half grain boundaries
in series and four half grain boundaries parallel to the
current direction. Each grain boundary consists of
core and space charge regions. (The e�ective con-
tributions of the latter have been given by the above
equations.) The total treatment is described in detail
in Ref. 2. One point we immediately realise: owing to
the anisotropy of the space charge pro®le and, in
addition, due to the anisotropy of the space charge
layer core sandwich, we de®nitely have to take
account of di�erent pathways in the same sample
under the same conditions: bulk transport through
and transport along the grain boundaries.
Let us consider the special case of an accumula-

tion layer adjacent to a highly resistive core. Then
in the direction parallel to the interface the space
charge contribution will dominate. In the perpen-
dicular direction, the core e�ect is decisive. The
general complex overall conductivity reads ��kL; �?L
measure the number of boundaries parallel and
serial to the current direction, 'L is the volume
fraction of the boundaries):2

_
�m �

_
�1

_
�?L � �kL'L _

�
k
L

_
�?L

_
�L � �?L'L _

�1
�7�

Equation (7) is, in the limit !! 0, also valid for �
instead of

_
�. Equation (7) immediately allows the

analysis of the impedance spectrum. If the relaxa-
tion times are su�ciently di�erent we will observe
two semicircles. The high frequency semicircle is
characterised by a bulk capacitance parallel to the
bulk resistance which itself is parallel to (space
charge) boundary resistances. The series boundary
impedance (resistance parallel to the boundary
capacitance) appears as a second semicircle. Thus,
interfacial processes may appear in distinct fre-
quency regimes. If annealing of such a ceramic
leads to lowering of the grain boundary e�ects (e.g.
through grain coarsening), obviously the low fre-
quency semicircle will diminish (blocking e�ect
decreases, limit: zero), while the left one will
increase (short-circuiting pathways become less
important, limit: pure bulk value). This has been

observed for AgCl (see Fig. 3).2 One point is worth
mentioning: we assumed that at the intersection of
parallel and serial boundaries the blocking e�ect
dominates (as natural for our mechanism assumed),
but there may be cases in which this is question-
able. If the highly conducting e�ect dominates, the
parallel pathways will short-circuit the total sample
and the impedance spectrum is di�erent.
The brick-layer model may also be used for

composite electrolytes if the grain size and content
of the second phase are small as realised for many
halide alumina composites.9 Even though the
overall resistance (also the d. c. value) is decreased
by orders of magnitude, the low frequency resis-
tance contribution itself is increased. This is due to
current constriction e�ects. The ionic current must
force itself through the space left between the
insulator particles. Such phenomena caused by
lateral inhomogeneities are of pronounced sig-
ni®cance in many cases of practical interest (e.g.
for porous fuel cell electrodes).7

3 Interfacial E�ects on Compositional Changes

The kinetics of compositional changes can gen-
erally be decomposed into (ambipolar) di�usion
processes and interfacial processes (grain bound-
aries, surfaces).
The ®rst can be described by a chemical di�usion

coe�cient D� and is comparably well under-
stood.18,19 Generally, it is composed of a chemical
resistance term, R�1 (determined by the con-
ductivities of the individual carriers) and a chemical
capacitance, C�1, (inverse thermodynamic factor,
determined by the defect concentrations). Equally,
the interfacial processes may be described by e�ective
rate constants ( �k�) which generally refer to a network
of individual reaction steps. This is especially com-
plex at surfaces where the proper chemical reaction
takes place, e.g. the adsorption, dissociation, ionisa-
tion of oxygen, transfer of O2ÿ into the solid oxide
including transport of both O2ÿ and eÿ through the
space charge region. But also at grain boundaries, we
have at least two series steps (space-charge region,
core) to be taken into consideration.
If we replace the interface by a `black box' and if

we assign the space co-ordinate 0 to the boundary
between bulk and `black box', we may de®ne �k� by
ÿj=�c(O), �c being the deviation of the concentration
from the equilibrium value.20 It has been shown
recently how �k� can be evaluated if the chemical sto-
rage capacity of the interface is negligible and one
elementary rate step (rds) is determining.21 The deci-
sive resistive quantity then is the exchange rate of the
rds. From this, the dependence of �k� on control
parameters, the relationship with other e�ective rate
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constants determined from purely electrical experi-
ments ( �kQ) or tracer experiments ( �k�), as well as with
di�usion coe�cients may be derived.21

Let us consider as an example the case that the
rds for oxygen incorporation in an oxide with high
electronic carrier concentration is the dissociative
Langmuir adsorption of O2 (with the rate con-

stants k
*

s and k
(

s), then
21

�k�=�x �
���������������������������������������������������
k
*

s k
(

sP
1=2
O2
�Vad��Oad�=�V::o�2

r
�8�

�V::o� is the vacancy concentration at x=0 and �x
the distance from there to the adsorption layer.
[V::O] as well as the surface concentrations
�Vad�; �Oad� can be expressed in terms of mass
action constants. Given that the same rds deter-
mines tracer exchange, �k� is �k� times mole fraction
of the vacancies (at x=0).
Figure 4 displays space resolved in-situ pro®les

for the di�usion-limited and surfacelimited oxygen
incorporation in SrTiO3 from which �k� and D� can
be elegantly determined.22

In space charge regions, a chemical di�usion
coe�cient is no longer an appropriate transport
coe�cient if the transient case is considered. Ionic
and electronic ¯uxes are then no longer coupled in
a simple way.20 The accurate calculation is quite
complex and three qualitative remarks may su�ce:
(i) jam e�ects may occur at the boundary; (ii) the
dependence of the transport rate on the space
charge potential (i.e. #) can be surprising, and (iii)
space charges are built-up in the transient even if
there have been no initial space charge layers.
Details are described in Ref. 20.

As far as chemical transport in polycrystalline
materials is concerned, we have again a superposition
of parallel and serial e�ects. Again it may be descri-
bed using a bricklayer model and again ¯ux constric-
tion may be important. While the serial boundaries
will be most `visible' if they act blocking, the parallel
ones may e�ectively serve as short-circuiting mass
transport pathways. The latter phenomenon is espe-
cially complex since the rapid stoichiometric changes
occurring via boundaries create also driving force
components in the perpendicular direction.
Two simple formulae can be given for the fol-

lowing extreme cases in the framework of the
brick-layer model. The mass transport along
boundaries is much faster than via the bulk. Then
the e�ective di�usion length will be the grain size
(Lg) rather than the sample size (L)

Fig. 3. Upon annealing the high frequency resistance increases (see impedance plots, l.h.s.) with the capacitance remaining constant
(see modulus plots, r.h.s.). The low frequency resistance decreases. The interpretation is that upon annealing the in¯uence of both

highly conducting pathways and of blocking boundaries diminishes.2

Fig. 4. In-situ concentration pro®les as a function of space
and time. The upper two curves indicate di�usion control
while the lower one indicates surface rate control. The switch-

over can e.g. be induced by roughening/polishing.22
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D�
m /

L2��1
L2
gc
�1

�9�

(As mentioned above we decompose D� into a
chemical resistance R�1 / (s�1)

ÿ1 and a chemical
capacitance C�1 / �c�1�ÿ1. It holds that:
���1�ÿ1 / �ÿ1eon � �ÿ1ion; �c�1�ÿ1 / cÿ1ion � 4cÿ1eon if no
trapping occurs). This is a well-known result.
Recently a similarly simple result was shown to

be valid23 if the polycrystalline material is domi-
nated by boundaries blocking to chemical trans-
port. It is assumed that the boundaries are thin
enough that the chemical storage in these can be
neglected compared to the bulk.

D�
m /

Lg�
�
gb

Lgbc�1
�10�

Now R� and �� derive from a series switching of
ionic and electronic conductivities in the boundary
while C� and c�1 still refer to the bulk.

4 Nano-size E�ects on Electrical and Chemical
Transport

Nano-size e�ects (see e.g. Ref. 24) can be decom-
posed into two parts. The ®rst and more conven-
tional one, is solely determined by scaling down the
interface±volume ratio of the macroscopic samples,
the speci®c quantities being invariant. The second
one includes mesoscopic phenomena, i.e. size depen-
dencies of speci®c quantities. The ®rst point refers
e.g. to the increased free energy and also changed
conductances due to a larger surface-to-volume
ratio. It also refers to a higher density of edges and
corners if the size is reduced. Already such phenom-
ena are su�cient to change e.g. the melting point of
metals by several hundreds of K,25 or to vary the
overall conductivity of a polycrystalline material sig-
ni®cantly. In nano-crystalline CaF2 the conductivity
is enhanced by several orders of magnitude.26

More striking are phenomena of the second
class. In our context, they are obviously met for
space charge e�ects if the grain size or more gen-
erally the distance between the interfaces drops
below 4 times the Debye length (or 2l� for
Schottky±Mott depletion layers). This mesoscopic
e�ect has been predicted and quantitatively dis-
cussed in Ref. 27. Its relevance for nano-crystalline
electroceramics is obvious. A very recent applica-
tion was the interpretation of the conductivities in
the Agl±Al2O3 nano-composite.28 There, a so-
called 7H phase (as shown in Fig. 5) forms at the
A12O3/AgI interface which can be conceived as a
�ÿ and 
-heterostructure alternating with a struc-
tural wave length below the Debye-length.

The additional conductivity increase in the accu-
mulation case is described by the27

nano-sizefactor � 4l
Lg
��co ÿ c�grain center��=co�1=2

�11�
The concentration in the grain center is a compli-
cated but de®ned function of co and Lg. The last
experimental example involved structural varia-
tions which certainly come into play if we
approach the regime of cluster chemistry.29 Then a
second mesoscopic length scale comes into play.30

Thermodynamically speaking the chemical stan-
dard potential becomes a function of size. Such a
size dependence is rather common for electronic
conductors in quantum devices. There it is mostly
due to the fact that the electron wave function is
e�ectively extended, perceives both boundaries and
the energy levels become sensitive functions of the
distance �/ L2

g). In the case of the ionic defects,
structural e�ects are necessary to change �o.

5 Phase Transitions at Interfaces

The Agl±Al2O3 composite (see Fig. 5) is not only
an example of such mesoscopic e�ects, it also

Fig. 5. Stacking fault phase forming at the �-AgI±Al2O3 con-
tacts. It can be conceived as a nano-sized heterostructure with

a pronounced disorder in the cation sublattice.
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highlights the relevance of phase transitions at
interfaces. Their appearance in equilibrium is of
course a question of interfacial thermodynamics.31

Nevertheless, it is interesting to note that some
transitions of this kind may be mechanistically
understood as a necessary consequence of charge
carrier interaction.1,30 On one hand, it can be
shown that carrier interaction necessarily `lead' to
phase transformations in the bulk.32,33 On the
other hand, carrier interactions are di�erent at
boundaries. Thus, it is reasonable to expect phase
transformations at interfaces to occur at tempera-
tures di�erent from the bulk transition.
The manifold of properties occurring at inter-

faces do not only complicate the understanding of
electroceramics but also allow for a variety of
optimisation strategies.
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